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EXpert Systems as Decision Aids:
Issues and Strategies

Ting-peng Liang

ABSTRACT

Although expert systems technology that takes advantage of artificial
intelligence techniques is very powerful, its application in business domain
is not without problems. This article examines issues involved in integrat-
ing expert systems and decision support systems and discusses strate-
gies for using this technology. Five general guidelines for developing
EDSS are presented. They are (1) selected applications, (2) realistic
objectives, (3) validated knowledge, (4) evolutionary design, and (5) risk

control.

INTRODUCTION

EXPERT systems (ES) designed to
mimic and replace human experts have
drawn considerable attention in the past
several years. Although most of the early
applications were developed in medical or
engineering domains, business applica-
tions have become more and more popular
[Blanning, 1984; Ernst & Ojha, 1986; Lin,
1986; Michaelsen & Michie, 1983]. Arti-
cles presenting existing prototypes have
increased dramatically. Many potential
benefits have been reported [Fried, 1987].
They include:

e Improved decision making,

e More consistent decision mak-
ing,

e Reduced design or decision mak-
ing time,

¢ Improved training,

Operational cost saving,

¢ Better use of expert time,

e Improved products or service
levels, and
e Rare or dispersed knowledge
captured.
These potential benefits, coupled
with research conducted in the decision

" support systems (DSS) area, have strongly

encouraged an integration of ES and DSS
technologies. For example, Scott Morton
(1984) stated that “DSS as we know them
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may become obsolete in the foreseeable
future. They are being supplanted by ex-
pert decision support systems—EDSS. The
next generation of DSS will combine exist-
ing DSS technology with the capabilities of
AL” Luconi, et al. (1986) argued that “for
many of the problems of practical impor-
tance in business, we should focus our
attention on designing systems that sup-
port expert users rather than on replacing
them.” Turban and Watkins (1986) dis-
cussed how to integrate ES programs into a
DSS in order to create even more powerful
and useful computer-based systems.
Developing EDSS that take advantage
of both ES and DSS technologies is cer-
tainly promising. Its implementation, un-
fortunately, is not without problems. ES
and DSS have different objectives, differ-
ent design philosophies, and different ar-
chitectures [Ford, 1985; Turban & Wat-
kins, 1986]. These differences make this
integration difficult. Furthermore, unlike
engineering domains, behavioral consid-
erations usually play an important role in

the business arena. For a system that fo- .

cuses on importing outside expertise, the
risk of failure would be high. Therefore,
before joining the bandwagon of using ES
as decision aids, we need to carefully ex-
amine potential applications of this tech-
nology and to develop a framework that
provides guidelines for employing various
types of computer-based decision aids. In
the remainder of this article, we shall dis-
cuss the issues involved.in using ES as
decision aids and develop strategies for
using this technology.

ISSUES IN INTEGRATING
ES AND DSS '

The basic premise of ES is that in some
areas a small group of people (called ex-
perts) can perform a particular job signifi-
cantly better than most of the rest. Since
the knowledge (called expertise) of these
people is rare and expensive, developing
ES that capture and disseminate this ex-
pertise will be able to improve the decision
performance of non-experts [Waterman,
1986]. The basic premise of DSS, however,
is that for some semi-structured problems
the decision maker can improve perfor-
mance by conducting ‘“what-if”’ type of
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analysis that takes advantage of the power
of computers to speed up data analysis and
mathematical calculation. Therefore, the
integration of these two technologies have
the following problems.

First, ES and DSS have different objec-
tives. DSS focus on supporting decision
makers in semi-structured or unstructured
problems, whereas ES concentrate on re-
placing human decision makers in struc-
tured and narrow problem domains. This
difference has resulted in two completely
different design philosophies. In design-
ing a DSS, the designer must always have

the user in mind and adapt the system to

meet user requirements [ Keen & Scott Mor-
ton, 1978; Sprague & Carlson, 1982]. In
designing an ES, however, the designer (or
called knowledge engineer) must focus on
acquiring knowledge from domain experts
who are usually not the user of the system.
In other words, the quality of knowledge is
the primary concern, users are second. The
designer of an integrated system must
compromise these two philosophies.
Second, it is not clear whether the
focus of integration should be the rule-

‘based approach adopted by ES or the con-

cept of including expert judgment in a
system. ES and DSS have different func-

. tional capabilities. A typical DSS performs

data analysis (called a data-oriented DSS)
or model execution assistance (called a
model-oriented DSS) for the user. The user
is responsible for determining the data to -
be analyzed and the model to be used. A
typical ES, however, further makes judg-
ment based on its built-in knowledge and
value systems. Figure 1 illustrates this dif-
ference. If an integrated EDSS only takes
advantage of the rule-based techniques
and still leaves the judgment to the user,
then, just like rewrite a COBOL program in
PASCAL, there will be no functional dif-
ference between EDSS and DSS. The re-
sulting system will not have the antici-
pated power because it does not have the
desired knowledge.

If an EDSS is designed to provide not
only data analysis and model execution
assistance but also its expert judgment,
then the next issue is whose value and
judgment functions should be coded into
the system? From the DSS perspective, the
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ES and DSS have different functional capabilities. DSS do not have knowledge to make judgments.

user’s judgment function should be used.
Since the user may not be an expert, this
approach could result in a useless rule-
based system. Even if the user is an expert,
duplicating the expertise may provide lit-
tle assistance. From the ES perspective,
judgment functions elicited from a small
group of selected experts are more appro-
priate. The problem with this approach is
that it may generate high resistance—one
of the major reasons for DSS to adopt user-

oriented design.

Finally, even the designer success-
fully implement an EDSS that provides
expert judgment, there are chances that in
a given situation the EDSS and the user

may draw conflicting conclusions. In this
case, whose judgment should be adopted?
How can we determine whose judgment is
correct? Should we bring in another hu-
man expert or expert system to make rec-
ommendations? If the user’s expertise has
been proven better than the system’s, then
why should the user be bothered by the
EDSS? If the system is proven better, then
how can we allow the user to overwrite the
system'’s judgment?

All these issues suggest that using ES
as decision aids is not as simple or as
excited as it seems to be. We need to know
where it can be applied and how it can be
used appropriately.



44 Journal of Information Systems, Spring 1988
FIGURE 2
TPS DSS ES . HE
¢ System-user Rare User-directed System- B-directional
interaction directed ,
¢ Reasoning model Quantitative Quantitative Qualitative Qualitative
v & causal & causal & judgmental & judgmental
¢ System guidance Low Medium High High
in the decision
process
¢ System restriction High Medium High Low
¢ System customization Low High Low High
¢ Performance High High High Medium
consistency
¢ Common sense " No No No Yes
reasoning
e Providing judgment No No Yes Yes

Transaction processing systems (TPS), decision support systems (DSS), expert systems (ES), and
human experts (HE) are four types of decision aids. They are different in many aspects.

SELECTION OF DECISION AIDS

From a broad perspective, all systems,
including human expert consultants, are
decision aids, because nothing can replace
the role of a decision maker who takes full
responsibility for the outcome. Different
types of decision aids have different char-
acteristics. For example, a human expert
has both common sense and professional
knowledge in a particular area but is usu-
ally less consistent in performance. An ES
provides a strong guidance in the decision
process but has high restriction because it
lacks common sense. A DSS provides cus-
tomerized support to decision makers but
cannot make its own judgment. Figure 2
shows a comparison of four types of deci-
sion aids: transaction processing systems
(TPS), DSS, ES, and human experts (HE).

With these differences in mind, we
must consider at least four factors to select
and use a decision aid properly: the task,
the nature of knowledge, the system, and
the user. The first two factors determine
what kind of decision aids is appropriate
and the latter two factors determine the
strategy for using a selected decision aid.

Selecting a Decision Aid

The first factor that affects decision
aid selection is the nature of task. There are
many ways to differentiate decision prob-
lems. Three of them are particularly im-
portant:

(1) availability of expertise,

(2) structuredness of the problem,
and

(3) decision frequency.

If the expertise required for solving
the problem is not available, then develop-
ing a good decision aid is impossible. If the
required expertise exists, then we consider
whether the problem is structured or un-
structured and whether the decision oc-
curs repetitively or only once. The prob-
lem structuredness affects the division of
labor between the system and the user.Ina
semi-structured or unstructured decision
making, only the structured portion can be
automated because a computer system
cannot process a job which human beings
do not know how to do. The decision fre-
quency is important in determining
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FIGURE 3
Task Structured Unstructured

Knowledge Repetitive Ad hoc Repetitive Ad hoc
Qualitative Expert Human Human Human
reasoning systems experts experts experts

Quantitative Transaction End-user Decision Decision
reasoning processing computing { support support
systems systems systems

(institutional) (ad hoc)

Selecting decision aids must consider the problem structuredness, decision frequency, and reasoning
‘method. When qualitative reason is required, expert systems are appropriate for structured and
repetitive decision and human experts must be hired for the rest. When quantitative reasoning is
used, transaction processing systems are appropriate for structured and repetitive decisions, end-
user computing is appropriate for structured and ad hoc decisions and decision support systems are _

appropriate for unstructured decisions.

whether a particular decision aid is cost-
effective. For a decision that occurs only
once, developing a sophisticated expert
system may not be justifiable in terms of
development time and costs.

The second factor to be considered is
the nature of knowledge processed by the
decision aid. It could be qualitative or
quantitative. A qualitative reasoning pro-
cess usually involves judgmental models,
whereas a quantitative computation pro-
cess uses causal models. Transaction pro-
cessing systems (TPS) and traditional DSS
focus on quantitative computation, where-
as ES and human experts solve problems
by qualitative reasoning.

Taking all these factors into consider-
ation, we find that there is no decision aid
that fits all cases. Figure 3 shows the situa-
tions where the following decision aids are
applicable.

1. Expert systems

In a structured domain where
qualitative reasoning is crucial to
problem solving and expertise is
available, developing an ES (or
EDSS) to support a repetitive deci-
sion in the domain may be appropri-
ate. For example, loan evaluationis a

repetitive decision for most banks.
Except some special cases, the loan
evaluation process and evaluation
criteria are clearly defined. There-
fore, an ES can reduce the workload
of a loan officer and allow the officer
to focus on special cases.

2. Human experts :

If the decision is structured but
ad hoc or unstructured by nature,
then the assistance an ES can provide
is very limited. In this case, human
experts must be hired if a support is
desired.

3. Transaction processing systems

If the desired support is quantita-
tive by nature, and the decision is
structured and repetitive, then a tra-
ditional transaction processing sys-
tem that focuses on standard proce-
dures and large amount of data will
be sufficient. For example, providing
monthly inventory report is a repeti-
tive, structured and quantitative task,
a good TPS will make this process
much easier.

4. End-user computing
When the decision is structured,
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ad hoc and quantitative, one tech-
nology called end-user computing
that encourages decision makers to
develop their own ad hoc applica-
tions by taking advantage of user
friendly fourth generation languages
(4GLs) is very useful. The key in this
case is to provide the user with a
powerful 4GL with which an ad hoc
application system can be built.

5. Decision support systems

For an unstructured domain that
needs quantitative support, DSS
technology is appropriate. The sys-
tem performs data analysis or exe-
cutes proper models and the user
makes judgments. If the decision is
repetitive, then an institutional DSS
may be developed. Otherwise, the
user may develop an ad hoc DSS with
a DSS generator and discard the sys-
tem after successfully making the de-
cision.

~ From this discussion, we find that ES

_can support only a small set of decisions.
Furthermore, proper use of a particular
technology may also be affected by charac-

. teristics of the system and the user. This is
particularly true when ES are used. As

~discussed in the previous section, from the
same set of facts, ES and the user may draw
conflicting conclusions. Therefore, strat-
egies for resolving the conflict are re-
quired.

Developing these strategies, we must
consider the expertise of the user and the
quality of the system. Users who use ES
may have different levels of expertise vary-
ing from beginner to expert. The quality of
ES may also vary from a rule-based toy toa

_real expert. There are many ES that do not
demonstrate the desired expertise; but
there are also systems that outperform
human experts. For example, MYCIN, one
of the earliest ES designed to diagnose
infections and to recommend appropriate

treatment, has been reported better than

human physicians [Yu, et al., 1979]. In the

experiment, MYCIN had a 65 percent suc-

cessrate in prescribing correct medication,
while physicians had an average success
rate of 55.5 percent (ranging from 62.5
percent to 42.5 percent).
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By comparing the quality of the sys-
tem and the expertise of the user, four
strategies for using ES technology can be
developed: ignore, revise, follow and syn-
thesize (Figure 4).

1. Ignore

If only a toy ES is available and
the user is also not an expert, then the
contribution of the system is virtually
none and it should not be used.

2. Revise
If the system is a toy but the user
is an expert, then the user may want
to improve the system by revising its
knowledge base. This strategy is ap-
propriate only when the user has an
intention to disseminate expertise. In
other words, the enhanced system
can be a good decision aid to other
" non-expert users. The resulting sys-
tem may also work as a checklist for
the user to avoid mistakes caused by
ignorance in the decision process.

3. Follow

The follow strategy applies
when the user is not an expert but the
system has a real expertise. In this
case, the user must trust the system
and take actions based on the expert
system’s recommendation. For exam-
ple, when consulting with MYCIN, a
patient should not overlook the sys-
tem'’s prescription.

4. Synthesize

When both the user and the ES
are at the expert level, the best strat-
egy is to find synergy. The ES must be
treated as an independent consul-
tant. The decision process will be
similar to a group decision making
process. Potential benefits in this
case include: reducing obvious mis-
takes and expanding the scope of
consideration by complementing
with each other.

In summary, we have presented vari-
ous strategies for selecting and using ES as
decision aids in this section. To avoid mis-
application of this powerful technology
and to alleviate the problems addressed in
the previous section, the following general

- guidelines must be followed: (1) focus on
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FIGURE 4
Quality of User
'Non-expert Expert
Quality Toy Ignore Revise
of
System Expert Follow Synthesize

Quality of user and quality of system determine the strategy for using EDSS. If neither the user nor the
system has adequate expertise, then the system must be ignored. IF the user is an expert but the system
is not, then the user can revise the system to improve its knowledge base. If the system has expertise
but the user is a beginner, then the user should follow the system’s recommendation. If both are
. experts, then the best strategy is to synthesize two judgments to find synergy. \

appropriate applications, (2) set up realis-
tic objectives, (3) validate expert knowl-
edge, (4) implement evolutionary design,
and (5) control system risk.

GUIDELINES FOR DEVELOPING EDSS

1. Selected application

One of the obvious dangers involved
in using EDSS is called the law of the
hammer—give a child a hammer and he
will use it on everything encountered
[Hopple, 1986]. Therefore, to use ES tech-
nology constructively, we must carefully
evaluate every application. We have
known that an ES is appropriate only when
the problem domain is structured, the de-
cision is repetitive and the knowledge in-
volves qualitative reasoning. In addition,
there are several functional categories ap-
propriate for this technology. These in-
clude interpretation, prediction, diagno-
sis, design, planning, monitoring, debug-
ging, repair, instruction, and control
[Hayes-Roth, et al., 1983]. As long as an
application falls into one of these cat-
egories, ES may be considered.

To further evaluate an application, the
following questions must be asked:

(1) Does the application have a clear
boundary? Current ES technol-
ogy does not allow the system to
have much creativity. Therefore,

. unless the application needs
_only a finite set of known knowl-
edge, the support an ES can pro-
vide will be limited. For exam-
ple, tax advising is a bounded
domain, but new product devel-
opment is not.

(2) Does the application have stan-
dard cases from which knowl-
edge can be derived and vali-
dated? If these cases do not exist,
then knowledge acquisition will
be very difficult and the resulting

- system may not be reliable.

(3) Is there any expert who can pro-
vide knowledge in the domain?
The expert must have expertise
and also have the willingness
and time to cooperate with
knowledge engineers in the
knowledge acquisition process.
If such an expert is not available,
developing an ES for the applica-
tion will not be possible.

(4) Is the size of the knowledge base
reasonable? The complexity of
the system is an exponential
function of the size of the knowl-
edge base. Therefore, developing
a system that needs a huge
amount of knowledge may be too
costly and error-prone.
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(5) Is a conventional system ade-
quate for this application? Be-
cause ES technology is still in its
infancy, using a conventional
approach may solve the problem
quickly and at a lower cost.

2. Realistic objective

If ES technology is found appropriate
for an application, then a realistic objec-
tive for system development must be estab-
lished. This can help us avoid the danger
of omniscience that expects an ES to do
something we don’t know how to do.
There are many unsolved (or unsolvable)
problems in developing and using DSS.
Unfortunately, using ES as a substitute is
not the solution. ES are not super-DSS or
super-humans. They are just other types of
systems focusing on other types of prob-
lems. An ES cannot do anything that no
one else knows how to do. In most do-
mains, ES cannot perform even close to a
real expert. Therefore, attention should be
focused on strong economic benefits or
knowledge dissemination, rather than un-
realistic expectations.

3. Validated knowledge
Another important fact about ES is

that the power of an ES is derived from the

knowledge it possesses, not from the par-
ticular formalisms and inference schemes
it employs. Therefore, thorough validation
of the knowledge base is essential to the
reliability of the system. The validation
should start from the selection of experts
and continue throughout the system de-
velopment and utilization process.

(1) Before developing the system,
qualified experts must be lo-
cated. Those experts must have
the expertise and also have time
to work with knowledge engi-
neers. They may not be the user
of the system.

(2) Knowledge acquired from the
experts must be validated before
coding into the system. Standard
cases may be used at this stage to
find inconsistency, and indicate
incomplete knowledge.
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(3] A complete validation must be
connected before applying the
system to any real world prob-
lem.

(4) During system utilization, the
knowledge base must be contin-
uously revised to meet the chang-
ing environment.

If the system is purchased from a third
party vendor rather than developed in
house, then the system must be evaluated
by a group of experts. In addition, it is
important to make sure that the knowledge
contained in the system can be either re-
vised by the organization or updated by the
vendor.

4. Evolutionary design

Since the user usually does not trust a
decision aid until it shows reliable per-
formance, an evolutionary approach that
requires the designer first to develop a
simple system and then to revise the sys-
tem under the guidance of the user, has
been a major approach for DSS design. In
order to support the user with an ES, a
similar approach must be adopted. This
process will include three major steps.

First, when a system is developed or is
purchased from a software vendor, the
knowledge base already contains a set of
basic knowledge. However, it may not
have the specific knowledge that is useful
only in that particular organization. There-
fore, the system must be considered as a
rule-based checklist, the user’s judgment
still plays a major role in the decision
process. The user evaluates the reliability
of the system and asks experts to revise the
knowledge base if appropriate. The system
at this stage may be called a rule-based
DSS.

After the first stage, the user has found
the strengths and offset the limitations of
the system. The reliability of the system
increases and the user starts trusting the
system. In this case, the system makes
judgments, but the user still keeps an eye
on the system and overwrites the system'’s
judgment. This system is called a human-
aided ES.

Finally, the system becomes very reli-
able after a certain time period. At this
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time, the system makes most of the judg-
ment and the user only focuses on special
cases that cannot be handled by the sys-
tem. If the system and the user draw con-
flicting conclusions for a particular prob-
lem, a careful examination of the conflict
may be required. Unless there is a good
reason, the user should avoid changing the
system’s recommendation. ,

This process allows a system to evolve
from a rule-based DSS, human-aided ES to
a valuable ES. It can reduce the possible
resistance from the user and also gradually
improve the reliability of the system.

5. Risk cohtrol

In addition to the technical issues,
another important consideration is to con-
trol risks. Both financial and technological
risks may occur if EDSS are used.

1. Financial risks

Developing ES is very expensive
and time consuming. A recent survey
indicated that the average cost for
developing a system was $700.00 per
rule—excluding the costs of hard-
ware, software tools, and the time
experts contributed to the knowledge
base [Fried, 1987]. Therefore, an ES
project could be a financial disaster
unless the management is fully aware

~ of this fact.

2. Technological risks

Because current ES technology is
pretty young, it is very likely that a
system developed today will be obso-
lete in a few years. In addition, it is
sometimes difficult to know who is
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the real expert in a domain. Knowl-
edge acquired from a non-expert may
mislead the user. For example, some
lawyers also provide tax advising
service usually provided by accoun-
tants. It would be difficult to deter-
mine whether they are qualified ex-
perts. Finally, no reliable tool for
knowledge acquisition is currently
available. The development of ES is
still more an art than a science. This
may significantly restrict the reliabil-
ity of the system.

CONCLUDING REMARKS

The term “expert system” has been
controversial. On the one hand, it creates
high expectation and has been used as a
buzzword for funding and a flag to wave
for all sort of projects [Bobrow, et al.,
1986]. On the other hand, many people
have criticized its feasibility. For example,
Dreyfus and Dreyfus (1986) stated that “we
believe that trying to capture more sophis-
ticated skills within the realm of logic—
skills involving not only calculation but
also judgment—is a dangerously mis-
guided effort and is ultimately doomed to
failure.”

In fact, ES are neither the solution to
all problems, nor the solution to none. We
need to understand where it can be applied
and how to use it appropriately. This has
been the main focus of this article. In
summary, we have first examined the
problems involved in using ES as decision
aids. Then, strategies for using various
types of decision aids have been ad-
dressed. Finally, five general guidelines
for developing EDSS have been presented.
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